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Machine Reading Comprehension (MRC) as Explainability by 
initio

• Question Answering (QA): standard NLP task

• Now most of the best QA-systems are generation-based:
○ Means that only large (or even HUGE) decoder is used
○ All the information needed to answer the question is stored inside decoder weights
○ But the output is unexplainable: the model just knows (or not!) the answer

• What we’d like to have: the explainability WHY the system provides this 
answer

• In terms of MRC it means that the system can provide the relevant text 
passage (or passages), containing the correct answer

○ And the human can understand whether the system was right about it’s guessing
○ At the same time, it can lead to decreasing the model size (usage of a number of small models 

is still more efficient than one huge decoder)



Machine Reading Comprehension: common paradigms

MRC model MRC model MRC model

Retriever 
model

Extraction of knowledge 
from relevant passage

Not possible in real-world

Generation of knowledge1,2
Not scalable, all information 

is stored inside MRC 
model weights (like T5/GPT-3)

2-stage: first to retrieve the relevant model 
from outer text corpus, then extract

knowledge from this passage
Realistic, explainable and scalable approach

Knowledge
Base

(outer)

Relevant
passage

[1] Roberts, Adam, Colin Raffel, and Noam Shazeer. "How Much Knowledge Can You Pack Into the Parameters of a Language Model?.“
[2] Brown, Tom B., et al. "Language models are few-shot learners."
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Retriever ≄ Reader1
Main idea:
• Retriever is not approx. of Reader: having more data helps a 

little for the Reader, but then drops quickly
• Retriever is a sort of representational bottleneck
• Can improve Retriever by KD from Reader: helps significantly 

for retrieval, but not so much for MRC
○ RDR: Reader-distilled Retriever

• KD by aligning similarities doc <> query

[1] Yang, Sohee, and Minjoon Seo. "Is Retriever Merely an Approximator of Reader?." (NAVER Corp)

Retriever improvement after KD

Reader improvement after KD

BERT as a Retriever (DPR)



Fusion-in-Decoder (FiD)1: RB model for MRC

Main idea:

• Retriever: DPR (BERT-doc + BERT-query) 

• Reader is seq2seq T5, having query + retrieved doc as an input

• added special tokens - question:, title: and context:

before the question, title and text of each passage

• Fusion-in-Decoder: output based on N > 1 passages

[1] Izacard, Gautier, and Edouard Grave. "Leveraging passage retrieval with generative models for open domain question answering.“ (Facebook)

FiD 
= 

usual retriever
+

generator as reader
+

reading answer from N passages

BERT as a Retriever (DPR)



Retrieval-Augmented Generation (RAG)1: RB model for MRC

Main idea:
• End-to-end backprop through retriever AND reader
• Retriever is initialized from DPR2 approach
• Reader is seq2seq BART, having query + retrieved doc as an 

input
• Generator can provide the output based on 1 passage (Sequence-

based) or k > 1 passages (Token-based)
• Better than BERT-based reader, but more heavy (400M vs 110M)

[1] Lewis, Patrick, et al. "Retrieval-augmented generation for knowledge-intensive nlp tasks.“ (Facebook)
[2] Karpukhin, Vladimir, et al. "Dense passage retrieval for open-domain question answering." (Facebook) // ColBERT-like

Seq2seq generator (BART)
As a Reader

RAG 
= 

usual retriever
+

generator as reader

1 passage:

k passages:
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Biomedical Entity Linking



Our approach
DILBERT

Drug and Disease Interpretation Learning with 
Biomedical Entity Representation Transformer

Zulfat Miftahutdinov, Artur Kadurin, Roman Kudrin, Elena Tutubalina



DILBERT - Design
● Most of the best biomedical entity linking systems:

○ are trained & evaluated in the single-terminology setting
○ use classification type losses and online processing (a.k.a. readers)

● We focus on cross-terminology mapping of entity mentions to a given lexicon 
without additional re-training

● Fast, real-time inference -- all concept names from a terminology are cached

...

Dictionary Embeddings

Carcinoma, Transitional Cell
D002295

Mention Embedding

Top 1



DILBERT - Training

● We use triplets of free-form entity 
mention, positive and negative 
concept names

Carcinoma, Non-Small-Cell Lung

Non-Small Cell Lung Cancer

Non-Small Cell Lung Carcinoma

Carcinoma, Bronchogenic 

Lung Neoplasms

Cancer of the Lung

Rhinitis

...

Disease mention Positive concept names The rest of the MeSH dictionary 
for negative sampling



Let’s remove bias!

● Evaluation of benchmarks: BioCreative V CDR, 

BioCreative II GN, NCBI Disease, and TAC 2017 ADR

● App. 80% entity mentions in the test set are textual 

duplicates of other entities presented in the test set or 

train+dev sets

● Divergence in performance between these the original and 

refined test sets (app. 15%)

● Propose cross-terminology evaluation https://www.aclweb.org/anthology/2020.coling-main.588.pdf

project no. 18-11-00284
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Fusion Brain 
Core

Freeze

Task

95 %2,5% 2,5%

ОБУЧАЕТСЯ 
СОВМЕСТНО

… …

Можно размораживать небольшое 
количество параметров для 

тренировки

Modality % of Training ParametersОбучаем Обучаем 

Input Layers Output Layers 

…

Handwritten 
Text 

Recognition

Классификация 
эмоциональной 
окраски отзыва

Распознавание 
эмоций на аудио 

Zero-shot 
Object 

Detection

30+ tasks in 
progress

ruDALL-E / ruCLIP

ruGPT-3

…

Text

Image

Audio

Code

…

Fusion Brain: Effective Multi-modal Multi-task model

https://github.com/sberbank-ai/fusion_brain_aij2021




