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Machine Reading Comprehension (MRC) as Explainability by
initio

Question Answering (QA): standard NLP task

Now most of the best QA-systems are generation-based:
o Means that only large (or even HUGE) decoder is used

o All the information needed to answer the question is stored inside decoder weights
o But the output is unexplainable: the model just knows (or not!) the answer

What we'd like to have: the explainability WHY the system provides this
answer

In terms of MRC it means that the system can provide the relevant text

passage (or passages), containing the correct answer

o And the human can understand whether the system was right about it's guessing
o At the same time, it can lead to decreasing the model size (usage of a number of small models
is still more efficient than one huge decoder)
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Machine Reading Comprehension: common paradigms
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Extraction of knowledge Generation of knowledge'-2
from relevant passage Not scalable, all information
Not possible in real-world is stored inside MRC

model weights (like T5/GPT-3)

Relevant

passage ﬁ
|:> [ MRC model ]

Knowledge
Base ﬁ
(outer)
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2-stage: first to retrieve the relevant model
from outer text corpus, then extract
knowledge from this passage
Realistic, explainable and scalable approach
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Retriever = Reader

(a) End-to-end QA accuracy (Exact Match, y-axis
on the left) of DPR reader and the retrieval recall
rate (y-axis on the right) of DPR retriever.
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Retriever Answer Recall @ k

1 10 100 1000
k: # of retrieved passages

py(z|z) o exp (d(z v)Tq(_.rv))
d(z) = BERT,(z). q(x) = BERT,(x)
BERT as a Retriever (DPR)

Main idea:

» Retriever is not approx. of Reader: having more data helps a
little for the Reader, but then drops quickly

* Retriever is a sort of representational bottleneck

« Can improve Retriever by KD from Reader: helps significantly
for retrieval, but not so much for MRC

o RDR: Reader-distilled Retriever
« KD by aligning similarities doc <> query

Retriever improvement after KD

Dataset | NQ-dev \ NQ-test ] TriviaQA -test

Top-k | 1 20 50 100 | 1 20 50 100 | 1 20 50 100

DPR-Single | 44.2* 76.9% 81.3% 842 | 463 784" 841 854" | 544 794" 829 850
Lw/RDR | 541 807 841 858 | 542 828 863 882 | 625 825 857 873
(+9.9) (+3.8) (+2.8) (+1.6) | (+7.9) (+4.4) (+2.2) (+2.8) | (+8.1) (+3.1) (+2.8) (+2.3)

SOTA | 5178 792% 830 - | - 794" - 860" | - 799" - 850!

Reader improvement after KD

Dataset NQ-test TriviaQA-test
Top-1 Reported Top-1 Reported
EM EM Top-k EM EM Top-k
DPR-Single 323 41.5 50 44.5 56.8 50
L, w/ RDR 37.3 (+5.0) 42.1 (+0.6) 10 49.1 (+4.6) 57.0 (+0.2) 50
RAG-Token 394 44.1 15 - 55.2 -
L, w/ RDR 40.9 (+1.5) 44.5 (+0.4) 15 - - -
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Fusion-in-Decoder (FiD)': RB model for MRC

Main idea:
FiD . Retriever: DPR (BERT-doc + BERT-query)
usual :—:-tri ever  Reader is seq2seq T5, having query + retrieved doc as an input
+ » added special tokens - question:, title: and context:
generator as reader before the question, title and text of each passage

+

reading answer from N passages * Fusion-in-Decoder: output based on N > 1 passages

pn(z|x) o< exp (d(z) "q(x))

d(z) = BERT,(z), q(z) = BERT,(x) BERT as a Retriever (DPR)

[ Question + Passage 1 ] encoder >

[ Question + Passage 2 ] encoder > concat > decoder > [ Answer ]

[ Question + Passage N ] encoder >




Retrieval-Augmented Generation (RAG)': RB model for MRC

Main idea:

RAG  End-to-end backprop through retriever AND reader
= « Retriever is initialized from DPR?2 approach
usual retriever  Reader is seq2seq BART, having query + retrieved doc as an
+ input
generator as reader « Generator can provide the output based on 1 passage (Sequence-

based) or k > 1 passages (Token-based)
« Better than BERT-based reader, but more heavy (400M vs 110M)

Seq2seq generator (BART)
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Define "middle ear”(x)
' End-to-End Backprop through q and the tympanic cavity and
Question Anawering: prop anq Pe the three ossicles. (y) As a Reader
Qusstion Query - - e Question Answering: N
- =i F Anzwer Generation ¥ .
Barack Obama was ) 1 passage: [)K\(}-chlk.‘n{c(.l/"l') ~ Z Pl]( Z |‘I‘J H I)I)(.I/i ]J‘. ZyY1:i—1 )
born in Hawaii. (x) q(x) Hioe=E) (e “':l(‘P-k']JI‘- 7)) 1
Fact Verification: Fact Query Margin- Fact Verificaton: - /
alize Label Gensration
The Divine ez e 144 JEOS N
s —_— q —_ MIPS«_ N Pe —> :;-; 1 .c:dc;:::-_é work » N ‘ .
Jeopardy Question cts “Infern k passages: PRAG-Token (Y| T) &2 H Z I):/(-3 x)po(Yi| T, 2, Y1:i-1)
Generation: ur rio" & : - R PRY
Anzwer Query "Paradiso” ) i z€top-k(p(-|z))

Qusstion Gensration
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Biomedical Entity Linking m U.S. National Library of Medicine

ClinicalTrials.gov

Condition or disease @ Intervention/treatment @ Phase ©
Squamous Cell Carcinoma of Lung Drug: Icotinib Phase 2
d
Condition or disease @ Intervention/treatment © Phase ©
Non-Squamous Non-Small Cell Lung Cancer Drug: Erlotinib Phase 2
o
Condition or disease @ Intervention/treatment @
NSCLC Non-small Cell Lung Cancer Drug: MEDI4736 (anti-PD-L1) Phase 2
)
Condition or disease @ Intervention/treatment @ Phase @
Non-Small Cell Lung Cancer, Ovarian Cancer Drug: DNIBO600A Phase 1
A\ 4 v y
Carcinoma, Non-Small-Cell Lung wmesH Descriptor Data 2021 Ovarian Neoplasms vesH Descriptor Data 2021
Details Qualifiers MeSH Tree Structures Concepts Details Qualifiers MeSH Tree Structures Concepts
MeSH Heading  Carcinoma, Non-Small-Cell Lung MeSH Heading  Ovarian Neoplasms
Tree Number(s) C04.588.894.797.520.109.220.249 Tree Number(s) ~C04.588.322.455
C08.381.540.140.500 C13.351.500.056.630.705
C08.785.520.100.220.500 s tisikudt s
Unique ID  D002289 glae
RDF Unique Identifier  http://id.nIm.nih.gov/mesh/D002289 gk ekl

Unique ID  D010051
RDF Unique Identifier  http://id.nlm.nih.gov/mesh/D010051
Annotation coordinate IM with histologic type of neoplasm (IM)
Scope Note  Tumors or cancer of the OVARY. These neoplasms can be benign or malignant. They are classified according to the
tissue of origin, such as the surface EPITHELIUM, the stromal endocrine cells, and the totipotent GERM CELLS.
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Annotation coordinate IM with LUNG NEOPLASMS (IM); CARCINOMA, LARGE CELL and SMALL CELL LUNG CARCINOMA are
also available

Scope Note A heterogeneous aggregate of at least three distinct histological types of lung cancer, including SQUAMOUS CELL
CARCINOMA; ADENOCARCINOMA; and LARGE CELL CARCINOMA. They are dealt with collectively because of their
shared treatment strategy.



Our approach
DILBERT

Drug and Disease Interpretation Learning with
Biomedical Entity Representation Transformer

Zulfat Miftahutdinov, Artur Kadurin, Roman Kudrin, Elena Tutubalina



DILBERT - Design

Most of the best biomedical entity linking systems:

o are trained & evaluated in the single-terminology setting

o use classification type losses and online processing (a.k.a. readers)

We focus on cross-terminology mapping of entity mentions to a given lexicon
without additional re-training

Fast, real-time inference -- all concept names from a terminology are cached

Condition or disease @ Phase © Mention Em beddlng

Metastatic Transitional Cell Carcinoma of the Urothelium Phase 2 O O O O Top 1

Carcinoma, Transitional Cell
D002295

Dictionary Embeddings @ NIRI



DILBERT - Training

e We use triplets of free-form entity
mention, positive and negative

concept names

Disease mention

Condition or disease ©

NSCLC Non-small Cell Lung Cancer

Phase ©

g g?
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TRANSFORMER

anchor
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Bk 0 TRAN;?CERMER = I d'l = d(f(xu)vf(xn))

THE
TRANSFORMER
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Positive concept names

Carcinoma, Non-Small-Cell Lung

Non-Small Cell Lung Cancer

Non-Small Cell Lung Carcinoma

\

Embedding Space

4 d(f(a), f )

/

Ltriplet - [dp —d, + aly

where [z]+ = maz(z,0)

The rest of the MeSH dictionary
for negative sampling

Carcinoma, Bronchogenic

Lung Neoplasms

Cancer of the Lung

Rhinitis




Let’'s remove bias!

ot=iRll[el Fair Evaluation in Concept Normalization: a Large-scale

2288  Comparative Analysis for BERT-based Models

Elena Tutubalina, Artur Kadurin, Zulfat Miftahutdinov

Evaluation of benchmarks: BioCreative V CDR,
BioCreative || GN, NCBI Disease, and TAC 2017 ADR
App. 80% entity mentions in the test set are textual

duplicates of other entities presented in the test set or

train+dev sets

Divergence in performance between these the original and
refined test sets (app. 15%)

Propose cross-terminology evaluation

nraiart nA 19 11.NNDQ A

sssssssssss

BioSyn BioBERT ranking

BioSyn BioBERT ranking

BioSyn BioBERT ranking

BC5CDR Dis
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test refined

BioSyn BioBERT ranking
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test refined

BioSyn BioBERT ranking
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test refined

83.80

BioSyn BioBERT ranking

https://www.aclweb.org/anthology/2020.coling-main.588.pdf
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acc@1

Experiments
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CT Invervention, single concepts

© BioBERT ranking

B BioSyn

B DILBERT, random sampling

© DILBERT, random + 2 parents

B DILBERT, random + 5 parents

B DILBERT, resampling

» DILBERT, resampling + 5 siblings



Fusion Brain: Effective Multi-modal Multi-task model

Modality

Text %

Image
Lid

Audio

Code

Task

Handwritten
Text
Recognition

Pacno3HaBaHue
3MoLuMi1 Ha ayauo

Knaccugmkauusa
3MOLMOHAIbHOW
OKpacku oT3bIBa

Zero-shot
Object
Detection

30+ tasks in
progress
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Input Layers

% of Training Parameters

Fusion Brain
Core

ruDALL-E / ruCLIP

Mo>kHO pa3Mopa>xuBaTb He6oJibLoe
KOJINYeCcTBO NapamMeTpoB Ans
TPEHUPOBKMU

https://github.com/sberbank-ai/fusion_brain_aij2021
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L STATISTICAL LEARNING !
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Gentlemen, our learner
overgeneralizes because the
C-Dimension of our Kernel
s too high, Get some
experts and minimze the
structural risk in a new one.
Rework our loss function,
ake the next kernel stable,
nbiased and consider using g
margin
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